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Abstract. This study explores an alternative to the existing centralized process for data anomaly detection in modern 
Internet of Things (IoT)-based structural health monitoring (SHM) systems. An edge intelligence framework is 
proposed for the early detection and classification of various data anomalies facilitating quality enhancement of acquired 
data before transmitting to a central system. State-of-the-art deep neural network pruning techniques are investigated 
and compared aiming to significantly reduce the network size so that it can run efficiently on resource-constrained edge 
devices such as wireless smart sensors. Further, depthwise separable convolution (DSC) is invoked, the integration of 
which with advanced structural pruning methods exhibited superior compression capability. Last but not least, 
quantization-aware training (QAT) is adopted for faster processing and lower memory and power consumption. The 
proposed edge intelligence framework will eventually lead to reduced network overload and latency. This will enable 
intelligent self-adaptation strategies to be employed to timely deal with a faulty sensor, minimizing the wasteful use of 
power, memory, and other resources in wireless smart sensors, increasing efficiency, and reducing maintenance costs for 
modern smart SHM systems. This study presents a theoretical foundation for the proposed framework, the validation of 
which through actual field trials is a scope for future work. 

Keywords: deep neural network compression; edge intelligence; data anomaly detection; structural health 
monitoring; network pruning.  

 

 
 
1. Introduction 

 
1.1 Background 
 

Future smart cities will see the deployment of a broad range of IoT-based wireless sensors for 
intelligent monitoring of civil infrastructure (Alavi et al. 2018, Fu et al. 2018, Bisio et al. 2022, 
Haque et al. 2020, Hou and Wu 2019, Fu et al. 2022, Mishra et al. 2022). However, sensors are 
the weak links in an IoT network. Any anomaly in the sensor data may degrade the system 
performance significantly. Therefore, early detection and isolation of various data anomalies are 



crucial to protect an IoT network from the adverse impact of the same (Fu et al. 2019, Peng et al. 
2017). Detecting data anomalies is also important for improving the overall reliability of sensor 
data. Traditionally, data acquired by peripheral sensor nodes are sent to a central station, where 
all the incoming data are accumulated and processed en masse to remove any noises and 
anomalies (Chatterjee and Ahmed 2022, Cook et al. 2019). This process makes it difficult to 
isolate the anomalous data. Unnecessary storage and transmission of erroneous sensor data also 
lead to the misuse of energy and bandwidth. An alternate framework for data anomaly detection 
is presented by the latest advancements in the area of edge intelligence techniques. The sensor 
data can be processed on the edge leveraging state-of-the-art AI techniques (Al-amri et al. 2021, 
Peralta Abadia et al. 2022), and any anomaly in the data can be identified and cleansed before 
transmitting to a central station. This will lead to the quality enhancement of the acquired data. 
This will also reduce the amount of data sent to the central system mitigating the network 
overload, latency, and maintenance costs, and minimizing the wasteful use of energy and other 
resources. 

 
The First International Project Competition for Structural Health Monitoring (IPC-SHM 

2020) (Bao et al. 2021) gave rise to a number of studies focusing on advanced deep learning 
techniques for autonomous detection and classification of a variety of anomalies in structural 
condition assessment data (Bao et al. 2019, Chou et al. 2022, Du et al. 2022, Gao et al. 2022, G. 
Liu et al. 2022, Martakis et al. 2021, Shajihan et al. 2022, Xu et al. 2022, Yang et al. 2022). The 
success of this competition is testimony to the relevance, popularity, and appropriateness of this 
topic which is being investigated in this study. Chou et al. (2022) relied on GoogLeNet (Szegedy 
et al. 2015) for identifying anomalies in the time-history representations of accelerometer data. G. 
Liu et al. (2022), on the other hand, resorted to the ResNet-18 (K. He et al. 2016) architecture for 
distinguishing between different types of data anomalies. However, the state-of-the-art IoT end 
devices have limited capabilities to host such high-demand computing as entailed by the 
advanced techniques adopted in these studies. This highlights the need to develop an efficient 
edge intelligence framework that is computationally light and compliant with a resource-
constrained IoT environment, which is the focus of this study. 

 
 

1.2 Contribution 
 

This study aims at bridging the prevailing gap between the resource requisitions of modern 
AI-based solutions for data anomaly detection and the computing capabilities of decentralized 
IoT edge devices. A relatively new and faster convolution approach called DSC (Chollet 2017) is 
invoked and integrated with advanced network pruning methods and QAT to formulate a hybrid 
three-pronged compression strategy that yields superior compression and acceleration ratios. It is 
appropriate to note here that pruning refers to a class of compression techniques that involves 
removing the redundant parts of a neural network. A set of four state-of-the-art pruning 
algorithms based on filter sketch (M. Lin, Cao, et al. 2021), adaptive exemplar filters (M. Lin, Ji, 



et al. 2021), high-rank feature map (M. Lin et al. 2020), and generative adversarial learning (S. 
Lin et al. 2019), are probed in this regard and the best approach is identified by means of a 
comparative assessment. It’s worth mentioning that although network pruning and quantization 
approaches have been around for quite some time now, their potential to expedite various 
structural health monitoring applications has not yet been fully exploited (Wu et al. 2019). The 
present study serves to fill this knowledge gap by being the first ever study to propose an efficient 
edge intelligence solution to the crucial data anomaly detection problem. Notwithstanding that 
the task of anomalous data detection is used as a case study, the proposed technique can however 
be extended to many other structural health monitoring applications with appropriate 
modifications. 

 
 

1.3 Scope 
 

The remainder of the paper is organized as follows. Section 2 summarizes various elements of 
the network compression strategy proposed in this study. Section 3.1 describes the source and 
preprocessing of the data used in this study. Section 3.2 introduces the CNN architecture which is 
used as a baseline to demonstrate the feasibility of the proposed framework. The results are 
presented and discussed in Section 3.4. Finally, the conclusions of this study are summarized in 
Section 4. 

 
 
2. Deep Neural Network Compression 

 
This section provides a synopsis of various network compression approaches investigated in 

this study. Pruning constitutes the core of various model compression techniques that seek to 
reduce the computational complexity of traditional deep learning-based methods. Previous 
studies have indicated that the traditional convolutional neural networks (CNN) often tend to be 
over-parameterized (Denil et al. 2013). This makes it important to get rid of the redundant 
parameters for the sake of attaining computational efficiency. Network pruning serves as a means 
to this end. Various pruning techniques available in the existing literature can be broadly 
classified into unstructured pruning and structured pruning. Unstructured pruning aims to remove 
the individual elements of the weight matrices (Ding et al. 2019, Frankle and Carbin 2018, Han et 
al. 2015, Hassibi and Stork 1992, LeCun et al. 1989). This sparsifies the remaining weights and 
leads to irregular memory access, necessitating specialized hardware (Han et al. 2016) and 
software (Park et al. 2016) accelerators to speed up the inference. Structured pruning, on the 
contrary, is more favorable to general-purpose inference platforms, as it removes a filter and the 
corresponding channel in its entirety, obliterating the need for specialized hardware or software 
support. This major advantage makes structured pruning more popular in the scientific 
community than the unstructured pruning approaches (Y. He et al. 2017, Hu et al. 2016, Huang 
and Wang 2018, Li et al. 2016, S. Lin et al. 2019, Z. Liu et al. 2019, Z. Liu et al. 2017, Luo et al. 
2017, Singh et al. 2019, Wen et al. 2016, Yu et al. 2018, Zhao et al. 2019). Therefore, the latest 



structured pruning techniques are taken up in this study for feasibility analyses, as described in 
the following sections. Apart from that, DSC and QAT are invoked to formulate a hybrid three-
pronged compression strategy which affords better compressibility than any individual pruning 
method. 

 
 

2.1 Network Pruning 
 

Previous studies (Sun et al. 2017) indicated that the correlation between original pre-trained 
model weights and corresponding pruned model weights is maximized when the latter preserves 
the second-order covariance of the former. In mathematical terms: 

 
Σ𝑊𝑊𝑖𝑖 = ΣΩ𝑖𝑖 (1) 

 
where, Σ𝑊𝑊𝑖𝑖 and ΣΩ𝑖𝑖 represent the covariance matrices of the 𝑖𝑖-th layer filters in the original 

and pruned models, respectively. Based on this observation, M. Lin, Cao, et al. (2021) proposed a 
novel network pruning approach called FilterSketch (FS), which is free from expensive data-
driven optimization. In this technique, a set of new parameters is learnt for each layer in the 
pruned model by minimizing the following objective function: 

 
arg − min

Ω𝑖𝑖
�Σ𝑊𝑊𝑖𝑖 − ΣΩ𝑖𝑖�𝐹𝐹 (2) 

 
where, ‖∙‖𝐹𝐹 denotes the Frobenius norm. These new parameters serve as initial estimates, 

which are subsequently fine-tuned to stack up against the original model performance. This 
technique formulates the task of information preservation as a matrix sketch problem, which is 
eventually solved using the Frequent Direction (Liberty 2013) method, leading to several order-
of-magnitude compression in the network size. 

 
Different filters in a CNN layer impact the network inference to various extents. The filters 

which do not contribute adequately induce informational redundancy, the removal of which is a 
key to attaining filter optimality. This is tantamount to identifying the most impacting filters, also 
known as the exemplars, from a large filter pool. However, the number of filters in different 
layers of a CNN are different. Therefore, it is of utmost importance to formulate an efficient but 
adaptive approach for identifying the most informative exemplars in a unified way that enables 
end-to-end fine-tuning without human intervention. The algorithm proposed by M. Lin, Ji, et al. 
(2021) achieves this objective by employing affinity propagation (Frey and Dueck 2007), which 
is a clustering technique based on the notion of message passing between data points. In contrast 
to many other popular clustering techniques such as k-means clustering, affinity propagation does 
not require any prior knowledge about the number of clusters in the data. This pruning approach 
is referred to in this study as Adaptive Exemplar Filters (AEF). 



 
In another compression technique based on high-rank feature maps (HR), the identification of 

important filters is guided by the rank of feature maps (M. Lin et al. 2020). This approach is 
based on the deduction that the high-rank feature maps contain more useful information and are 
therefore more important to preserve accuracy. Low rank feature maps, on the other hand, contain 
less information, and can therefore be pruned to achieve network compression. It is observed that 
the average rank of feature maps generated by a filter does not change considerably as the 
network sees more and more data during the training process. In other words, the rank of feature 
maps produced by different filters in a CNN can be estimated accurately and efficiently by 
training the network with only a small portion of the available training data. Following this, the 
low rank filters, which do not contribute significantly to model accuracy, can be removed to 
achieve the desired compression ratio. This can be posed as an optimization problem as: 

 

min
𝛿𝛿𝑖𝑖𝑖𝑖

��𝛿𝛿𝑖𝑖𝑗𝑗ℒ�𝑤𝑤𝑗𝑗𝑖𝑖�
𝑛𝑛𝑖𝑖

𝑗𝑗=1

𝐾𝐾

𝑖𝑖=1

 

(3) 

𝑠𝑠. 𝑡𝑡.      �𝛿𝛿𝑖𝑖𝑖𝑖 = 𝑛𝑛𝑖𝑖2

𝑛𝑛𝑖𝑖
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where, 𝐾𝐾 is the number of convolutional layers in a given CNN model. 𝑛𝑛𝑖𝑖 is the number of 

filters at layer 𝑖𝑖. 𝑤𝑤𝑗𝑗𝑖𝑖 denotes the parameters of filter 𝑗𝑗 at layer 𝑖𝑖. 𝑛𝑛𝑖𝑖2 is the number of unimportant 
filters at layer 𝑖𝑖. 𝛿𝛿𝑖𝑖𝑖𝑖 is a binary indicator variable which assumes a value of 1 when 𝑗𝑗 belongs to 
the set of unimportant filters, and 0 otherwise. ℒ (·) measures the importance of an input filter, 
which is manifested in the information that feature maps generated by it contains. To this end, the 
rank of feature maps is considered to be an effective indicator of the information content and is 
used in this study to define ℒ (·). Further details on this algorithm are included in M. Lin et al. 
(2020). 

 
Last but not least, a generative adversarial learning (GAL)-based compression technique 

proposed by S. Lin et al. (2019) enables the pruning of heterogeneous structures (e.g. channels, 
branches, and blocks) in an end-to-end manner. This approach is based on the idea of knowledge 
distillation, where a large pretrained model (teacher) is used to teach a smaller student model. In 
other words, knowledge is distilled/transferred from a baseline teacher model to a significantly 
smaller counterpart model in a way that ensures that the smaller student model can accurately 
mimic the output of the original teacher model. The student model is obtained in this technique 
by introducing a trainable soft mask to scale the output of each structure. The scaling factors for 



the redundant or less important structures are forced to zero by the optimization process involved 
in the network training, and the corresponding structures are removed to obtain a pruned model. 
Additionally, adversarial learning (Goodfellow et al. 2014) is invoked where the pruned model is 
treated as a generator, and a discriminator is used to distinguish between features generated by 
the original baseline model and its pruned counterpart. This ensures that the pruned model can 
effectively substitute the original baseline model without compromising on the accuracy. The 
readers may refer to the original paper by S. Lin et al. (2019) to know more about this algorithm. 

 
The unique characteristics and underlying principles distinguish the four pruning algorithms 

considered in this study. For example, minimizing the Frobenius norm of the difference between 
the filter covariance matrices of the original and pruned models is the most critical factor in the 
FS-based pruning approach. On the other hand, identifying the most informative exemplars by 
employing an affinity propagation-based clustering technique is key to the AEF-based pruning 
method. Similarly, distinguishing the high-rank feature maps from the low-rank ones is crucial 
for achieving optimum network compression in the HR-based pruning technique. Last but not 
least, an essential element in the GAL-based pruning algorithm is distilling knowledge from a 
baseline teacher model to a significantly smaller counterpart model to ensure that the smaller 
student model can accurately reproduce the output of the original teacher model. 

 

 
(a) Depthwise convolution 



 
(b) Pointwise convolution 

Fig. 1 Depthwise separable convolution 
 

 
2.2 Depthwise Separable Convolution (DSC) 

 
Separable convolution is a computationally cheaper alternative to normal convolution, which 

is central to any CNN-based algorithm. A separable convolution is a process in which a single 
convolution is split into two or more convolutions to produce the same effect. Along this line, 
DSC separates a regular convolution into depthwise convolution and pointwise convolution 
applied in sequence (Chollet 2017). Depthwise convolution uses the same number of filters as the 
number of input channels (Fig. 1a). These filters have a single depth and work separately on 
respective input channels, yielding one output feature corresponding to each input channel. The 
output features are stacked along the depth dimension producing an intermediate output feature 
map having the same number of channels as the input features. So this process does not change 
the depth dimension of convolutional features. However, it should be noted that regular 
convolution often involves changing the number of channels in the convolutional features. 
Pointwise convolution, which utilizes 1 × 1 kernels, is invoked to this end. In this process, each 
kernel has a depth equal to the number of input channels. The number of such kernels to be used 
is determined by the desired depth of the output features. Compared to regular convolution, DSC 
significantly downsizes the number of trainable parameters and thereby reduces the processing 
time. It also helps reduce overfitting leading to improved accuracy. The parameters for DSC were 
initialized in this study using the Kaiming uniform initialization technique (K. He et al. 2015) and 
were subsequently finetuned during the network training process. 

 
 

2.3 Quantization-aware Training (QAT) 
 

Another important element of the proposed network compression strategy is network 
quantization. Quantization is the process of reducing the numerical precision of weights and 
activations without significantly compromising the network performance (Jacob et al. 2018). This 



leads to faster processing and higher throughput. Besides, quantized models have a lower 
memory footprint and power consumption, which are crucial for edge deployment. Among 
various quantization techniques available in the literature, QAT is known to produce the highest 
accuracy and is therefore considered in this study. In this quantization scheme, the model learns 
the quantization effect by including the quantization error in the training loss. Quantization is 
simulated by inserting fake quantization modules (Fig. 2) in the training graph which quantize 
and de-quantize the data and weights in immediate succession, as shown in Eq. (4). 

 
𝑥𝑥� = 𝑓𝑓𝑑𝑑�𝑓𝑓𝑞𝑞(𝑥𝑥, 𝑠𝑠𝑥𝑥 , 𝑧𝑧𝑥𝑥), 𝑠𝑠𝑥𝑥 , 𝑧𝑧𝑥𝑥� + Δ𝑥𝑥 (4) 

 
where, 𝑥𝑥 is a floating-point value; 𝑓𝑓𝑞𝑞 and 𝑓𝑓𝑑𝑑 are the quantization and de-quantization functions, 
respectively; Δ𝑥𝑥 is the quantization error. On one hand, a fake quantization module enables the 
layer’s operations to take place in floating-point precision (32-bits); on the other hand, it induces 
some quantization noise akin to what is generally encountered in quantized inference. This 
ensures that the prediction loss accounts for any expected quantization error. In the backward 
pass, a straight-through estimator (Bengio et al. 2013) is used to compute the quantization 
gradients and update the floating-point weights. At the end of the training process, the 
quantization scales are collected from the trained fake-quantization modules and are used to 
quantize the weights and activations to 8-bit integer precision at the time of inference. 

 
 

 
(a) Forward pass 



 
(b) Backward pass 

Fig. 2 Fake quantization in forward and backward passes; Q: Quantization; DQ: De-quantization; Conv: 
Convolution; BN: Batch Normalization; ReLU: Rectified Linear Unit; L: Loss; W: Weights. 

 
 

2.4 Proposed Hybrid Approach 
 

It may be noted that the network compression induced by DSC, pruning, and QAT are 
orthogonal to each other. Therefore, an integration of these three approaches can potentially lead 
to greater network compression and speed-up, benefiting from the best of three worlds. This 
hypothesis was put to test in this study by formulating a hybrid three-pronged compression 
technique by combining DSC with the state-of-the-art pruning and quantization algorithms. In 
this new approach, all standard convolutions in the baseline CNN, where the kernel size is greater 
than one, are replaced by DSC (Fig. 3). It can be shown that replacing the 1 × 1 convolutions by 
DSC does not reduce the number of parameters. Therefore, the 1 × 1 convolutions, if any, are not 
altered in the proposed hybrid approach. The resulting network, which is already considerably 
downsized due to the induction of DSC, is then subjected to structured pruning. At this stage, the 
network is also trained simultaneously, producing a pruned version of the baseline model. This 
pre-trained pruned model is subsequently fine-tuned by QAT, resulting in a quantized network 
that is computationally light yet accurate, as described in the following sections. The proposed 
framework can be potentially extended to other types of neural networks with appropriate case-
specific modifications. 

 



 
Fig. 3 An overview of the proposed three-pronged network compression approach; DSC: depthwise 

separable convolution; QAT: quantization-aware training. 
 
 

3. Case Study 
 

3.1 Data Description 
 

The data used in this study were acquired on a long-span cable-stayed bridge in China from 
January to February 2012 (Tang et al. 2019). 38 channels of accelerometers were distributed 
uniformly across the bridge slabs, pylon, and pier, to collect data at a sampling rate of 20 Hz for 
long-term health monitoring of the bridge, as denoted by the red dots in Fig. 4. The measured 
accelerations were manually categorized into seven types of data anomalies, namely ‘Normal’, 
‘Missing’, ‘Minor’, ‘Outlier’, ‘Square’, ‘Trend’, and ‘Drift’ (Bao et al. 2021). Each labeled signal 
was 1 hour long comprising 12000 data points. The 7 types of data anomalies are depicted as 
acceleration time histories in Fig. 5. As shown, each type of data anomaly is characterized by 
distinct features, indicating the potential of successful classification by deep learning techniques. 
A usual oscillation response is designated as ‘Normal’. ‘Missing’ denotes the case where most/all 
of the vibration signal is missing. ‘Minor’ corresponds to a situation where the amplitude is very 
small relative to the normal sensor data. A time-history response containing one or more outliers 
is categorized as an ‘Outlier’. On the other hand, a time-series signal resembling a square wave is 
labeled as ‘Square’. A ‘Trend’ is a data anomaly that has a clear trend in the time domain. Last 
but not least, a ‘Drift’ indicates a non-stationary vibration response with random drift.  The 
dataset was released during the 1st International Project Competition for Structural Health 
Monitoring (IPC-SHM 2020) (Bao et al. 2021) aiming to promote deep learning-based 
approaches for data anomaly classification. In this competition, the dataset collected in January 



2012 was used for the training and validation of deep learning models. Additionally, the data 
collected in February 2012 were used as a blind dataset to test the model performance. This study 
followed the same scheme for splitting the data into training and test sets. A small subset of data 
(15%) was sliced off from the training set randomly to serve as a validation set during the 
training process. A classwise distribution of the size of the datasets used in this study for training, 
validation, and testing of deep learning models is shown in Fig. 6. 

 

 
Fig. 4 Depiction of sensor locations used for data acquisition (Bao et al. 2021) 
 
 

   
(a) Normal (b) Missing (c) Minor 



   
(d) Outlier (e) Square (f) Trend 

 

 

 

 (g) Drift  
Fig. 5 Illustration of different types of data anomalies 

 

 
Fig. 6 Size of data for different types of data anomalies 



 
 

3.2 Baseline Deep CNN and Data Representation 
 

This study exploited GoogLeNet as the baseline model to evaluate the efficacy of various 
network compression strategies taken up in this study. This network is chosen in this study as it 
was proven to be one of the best performing models that IPC-SHM 2020 had produced (Chou et 
al. 2022). This CNN is based on Inception architecture (Szegedy et al. 2015) which stacks filters 
of various sizes on the same level, making the network wider rather than deeper (Fig. 7). The 
outputs from different filters are concatenated and sent to the next layer. Additionally, 1 × 1 
convolutions are employed aiming at reducing the dimension of input channels and thereby 
reducing the computational cost. More details about the network can be found in Szegedy et al. 
(2015). Besides, the time series data should be represented in a proper way to ensure a high level 
of accuracy for the CNN model. Chou et al. (2022) demonstrated that the time-frequency 
representation of a time series can serve as a more informative CNN input as compared to the 
direct transformation of the time series to an image, and the same strategy is adopted in this 
study. Therefore, the time-frequency response is first obtained through short-time Fourier 
transform with a Kaiser window using time series normalized between 0 and 1. The frequency 
range in this study is selected to vary from 0 to 20 Hz, resulting in a Nyquist frequency of 10 Hz 
with a frequency resolution of 0.0017 Hz/sample. The three parameters, namely time, frequency, 
and magnitude are then converted to a 2D heat map where the time and frequency points are 
represented in the horizontal and vertical axes, respectively; the magnitudes are shown in 
gradient colors (Fig. 8). Next, the time history is added to the time-frequency heat map along the 
time axis, creating two different scales of vertical axes (i.e., the frequency points and the 
acceleration magnitude). Since low frequencies are more observable in bridge vibrations, the time 
history is shifted away from the low-frequency range. Finally, the image is resized to a resolution 
of 224 pixels × 224 pixels using bi-cubic interpolations before being used as input to the 
GoogLeNet model, which reduces the frequency resolution to some extent. 

 
 



 
Fig. 7 Inception module used in GoogLeNet 

 
 
 

   
(a) Normal (b) Missing (c) Minor 

   
(d) Outlier (e) Square (f) Trend 



 

 

 

 (g) Drift  
Fig. 8 Time-frequency representation of different types of data anomalies 

 
 

 
3.3 Implementation Details 

 
To implement the proposed hybrid compression strategy, all the 3 × 3 convolutions in 

GoogLeNet were first replaced by DSC. The resulting network was then pruned using the 
structured pruning techniques described in Section 2, and trained simultaneously to produce a 
pruned version of the baseline GoogLeNet model. This pre-trained model was then finetuned 
through QAT, resulting in a model which is pruned and quantized and, as a result, significantly 
reduced in size and computation cost. The model was trained and finetuned by minimizing a 
cross-entropy loss between the target and predicted class labels using a stochastic gradient 
descent optimizer. Moreover, this study employed a class weighting strategy to deal with the 
menace of class imbalance. In this technique, the cost function is adjusted in such a way that 
misclassifying an anomaly from a minority class is more heavily penalized than that from a 
majority class. This is achieved by assigning weights to the classification loss which are inversely 
proportional to the class frequencies in the training data. This approach rebalances the class 
distribution and assigns equal importance to all classes during gradient updates. This prevents the 
network from over-classifying the more frequent class based on its higher prior probability. 

 
 

3.4 Results and Discussions 
 

In this study, the performance of various compression methods is evaluated in terms of 
retention ratio, which measures the percentage of parameters or floating point operations 
(FLOPs) that are retained after the application of a compression technique. The lower the 
retention ratio higher is the degree of compression, and therefore, the more efficient is the 
compression technique. A sensitivity analysis is carried out to identify the best set of parameters 



for each pruning technique. In the case of FS, the ratio of the number of channels in the pruned 
model to that in the original unpruned model is designated as the sketch rate. Therefore, a lower 
sketch rate leads to higher compression (Table 1). On the other hand, the AEF-based pruning is 
sensitive to a hyper-parameter denoted by β, which is closely linked to the complexity reduction. 
A large β leads to higher compression and vice-versa (Table 2). Similarly, the sensitivity of 
various compression ratios for the HR-based pruning method is shown in Table 3. Finally, the 
influence of the sparsity regularization factor (λ) on the pruning rate for the GAL-based approach 
is summarized in Table 4. The best hyper-parameter for each pruning technique is highlighted in 
bold font in Tables 1-4. 
 
Table 1 Sensitivity analysis of sketch rate for FS-based pruning; The most ideal sketch rate is shown in 
bold font.  

Sketch Rate Parameters Retention Accuracy 
0.10 1905745 30.9%   98.9% 
0.15 2131991 34.6% 98.8% 

  0.20 2359227 38.3% 99.0% 
  0.30 2817737 45.7%   99.2% 

0.40 3279607 53.2% 99.4% 
0.50 3763615 61.1%   99.2% 
0.60 4217609 68.4% 99.1% 
0.70 4692187 76.1% 99.2% 
0.80 5172225 83.9% 99.1% 
0.90 5655191 91.8% 99.1% 

 
 
Table 2 Sensitivity analysis of β, which is a hyper-parameter linked to the complexity reduction for AEF-
based pruning; The most ideal value for β is shown in bold font.  

𝛽𝛽 Parameters Retention Accuracy 
0.75 6156284 99.9% 98.5 
0.8 6061279 98.3% 98.5 

0.85 5456282 88.5% 99.0 
0.9 3442057 55.8% 99.0 

0.95 2222929 36.1% 98.7 
1 1993410 32.3% 98.6 

1.2 1728537 28.0% 98.4 
1.4 1658883 26.9% 98.7 
2 1576811 25.6% 98.6 

2.2 1562962 25.4% 98.7 
3 1540584 25.0% 98.5 



4 1521657 24.7% 98.0 
 

 
Table 3 Sensitivity analysis of various compression ratios for HR-based pruning; a, b, c, and d denote the 
compression rates for the initial convolutional layer and the inception blocks 1-2, 3-7, 8-9, respectively. 
The most ideal parameter values are shown in bold font.  

Compression Rate: 
[a]+[b]*2+[c]*5+[d]*2 Parameters Retention Accuracy 

a b c d 
0.3 0.6 0.7 0.8 2854685 46.3% 99.2 
0.3 0.66 0.75 0.8 2695862 43.7% 99.3 

0.35 0.72 0.8 0.85 2473665 40.1% 99.3 
0.35 0.78 0.85 0.85 2322381 37.7% 99.4 
0.4 0.85 0.9 0.9 2096191 34.0% 99.3 
0.4 0.9 0.95 0.95 1901966 30.9% 99.3 

0.45 0.95 0.97 0.97 1798717 29.2% 99.3 
 
 

Table 4 Sensitivity analysis of sparsity factor (λ) for GAL-based pruning; The most ideal λ value is shown 
in bold font.  

𝜆𝜆 Parameters Retention Accuracy 
0 4053679 65.8% 98.7% 
0.05 2283687 37.1% 98.9% 
0.1 1657487 26.9% 98.9% 
0.15 2537943 41.2% 98.7% 

 
 
The model accuracies on validation and test data for the best set of pruning parameters are 

reported in Table 5. It should be noted in this context that accuracy is the ratio of correct 
predictions to the total number of cases examined. Various pruning techniques were first applied 
to the baseline GoogLeNet model to evaluate the efficacy of each method. It was observed that 
AEF was the most efficient in terms of parameter retention ratio retaining about 24.7% of the 
network parameters (Fig. 9a). The AEF technique also secured a test accuracy of 96%, which is at 
par with the original baseline model. On the other hand, FS was the least efficient as it retained 
about 30.9% of the model weights. However, it achieved a test accuracy of 97%, which is 1% 
higher than the baseline accuracy. The other two pruning techniques, namely HR and GAL 
exhibited a parameter retention ratio of 29.2% and 26.9%, respectively. The corresponding test 
accuracies for these techniques were 97.5% and 96.5%, respectively. This implies that network 
compression does not always lead to a reduction in accuracy. On the contrary, in some cases, it 
may increase the accuracy by reducing the overfitting. However, it should be noted in this context 



that pruning is designed not to improve accuracy but to reduce the computational overhead and 
thus make it suitable for deployment in resource-constrained edge environments. Network 
pruning aims to eliminate the redundant and less informative parameters that contribute little to 
the final output. This makes the network lightweight and fast while closely retaining the original 
model performance. This is why the pruning techniques did not offer any significant advantages 
in terms of accuracy compared to the unpruned baseline. A slightly different trend was observed 
in the FLOP retention ratio, where the HR came out as the most efficient pruning technique 
having a FLOP retention ratio of 19.8% (Fig. 9b). The FS still remained the least efficient 
producing a FLOP retention ratio of 26.2%. The remaining two pruning algorithms, namely AEF 
and GAL could retain about 20% and 23.8% of the original FLOPs. One can argue that using a 
simple neural network may turn out more advantageous than pruning a deep CNN. However, 
Chou et al. (2022) have shown that simple neural networks (overall accuracy on blind dataset = 
75.6%) cannot generally match the accuracy of deep CNNs in the context of data anomaly 
detection. Therefore, pruning a deep CNN becomes inevitable for balancing high accuracy with 
computation cost. 

 
Table 5 Performance of various pruning techniques in terms of parameter retention ratio, FLOP retention 
ratio, and accuracy. 

Method Parameters Retention FLOPs Retention Accuracy 
Validation Blind Test 

Baseline 6163175 100 % 74.9 B 100% 99.2% 96.0% 
FS 1905745 30.9% 19.7 B 26.3% 98.9% 97.0% 

AEF 1521657 24.7% 15.0 B 20.0% 98.0% 96.0% 
HR 1798717 29.2% 14.8 B 19.8% 99.3% 97.5% 

GAL 1657487 26.9% 17.5 B 23.3% 98.9% 96.5% 
 
 

  



(a) (b) 

 
(c) 

Fig. 9 (a) Parameter retention ratio, (b) FLOP retention ratio, and (c) model size for different 
pruning techniques. 

 
 

Apart from parameter retention ratio and FLOP retention ratio, another parameter which is of 
utmost importance, particularly from the perspective of edge analysis, is model size. Edge 
devices are generally starved of storage space. Therefore, any reduction in the memory 
requirement immensely benefit the resource-constrained edge applications. Therefore, model size 
is also used as an indicator in this study to evaluate the performance of the compression 
techniques (Fig. 9c). It was found that the pattern observed in the model size is no different than 
that in the parameter retention ratio. The most efficient approach, namely AEF calls for 6 
megabytes of space to store all the model weights. Whereas, FS, which is the least efficient 
technique, consumes about 8.3 megabytes of space for the same purpose. The other two pruning 
techniques, namely HR and GAL require about 7.1 and 6.4 megabytes of spaces, respectively, for 
the storage of the network parameters. 

 
Table 6 Performance of various hybrid compression strategies in terms of parameter retention ratio, FLOP 
retention ratio, and accuracy. 

Method Parameters Retention FLOPs Retention Accuracy 
Validation Blind Test 

Baseline 6163175 100 % 74.9 B 100% 99.2% 96.0% 
DSC 2733954 44.4% 29.2 B 39.0% 99.2% 96.2% 

DSC-FS 2411838 39.1% 25.3 B 33.8% 99.1% 95.2% 
DSC-AEF 1479578 24% 12.1 B 16.1% 96.9% 94.9% 
DSC-HR 1143835 18.6% 11.6 B 15.5% 99.2% 96.4% 



DSC-GAL 509234 8.3% 6.9 B 9.3% 97.9% 94.6% 
 
 

  
(a) (b) 

 
(c) 

Fig. 10 (a) Parameter retention ratio, (b) FLOP retention ratio, and (c) model size for different hybrid 
compression strategies. 

 
 

In the best of cases, the pruning algorithms still retained 24.7% of parameters and 20% of 
FLOPs, consuming 6 megabytes of space in the memory. In a quest to achieve a higher 
compression ratio, a hybrid approach was developed by integrating DSC with the aforementioned 
pruning algorithms. This reduced the number of parameters and FLOPs by 55.6% and 61%, 
respectively, even without the application of any pruning technique, and without compromising 



on the test accuracy (Table 6). Following this, the pruning techniques were employed on top of 
this downsized network. It was observed that the hybrid approach can compress the network 
more than any pruning technique can do independently, with a possible exception of the FS. The 
FS involves learning a new set of parameters that preserve the second-order information of the 
original unpruned model weights. However, as noted earlier, the application of DSC ends up 
removing a lot of parameter redundancy, leaving little scope for FS to induce further 
compression. As a result, the integration with DSC proved to be disadvantageous for the FS 
approach. However, for all other cases, a greater degree of compression was achieved due to the 
incorporation of DSC. In terms of parameter retention ratio, an additional 0.7%, 10.6%, and 
16.6% compression was achieved by the hybrid approach as compared to the individual pruning 
techniques, that is to say AEF, HR, and GAL, respectively (Fig. 10a). On the other hand, the 
additional reductions in FLOPs due to the hybrid technique were 3.9%, 4.3%, and 14% for AEF, 
HR, and GAL, respectively (Fig. 10b). The same advantage was also reflected in the model size, 
where a 0.1 megabyte, 2.4 megabyte, and 4.3 megabyte reduction in the memory requirement 
was observed in the case of AEF, HR, and GAL, respectively, owing to the hybrid method (Fig. 
10c). On the downside, incorporation of DSC was seen to reduce the test accuracy to a certain 
degree. In more specific terms, a 1.1%, 1.1%, and 1.9% diminution in the test accuracy was noted 
in the case of AEF, HR, and GAL, respectively, which are attributable to the hybrid approach 
(Table 6). 

 
Subsequent to this, the hybrid approach was extended to include QAT. The aforementioned 

trained DSC-based pruned models were further finetuned using QAT, leading to additional 
compression in the model size, as shown in Table 7. It was observed that QAT reduced the model 
size by 70.21%, 71.19%, 65.96%, and 66.67% for models subjected to FS, AEF, HR, and GAL-
based pruning, respectively. The sizes of the resulting pruned and quantized models were only 
11.81%, 7.17%, 6.75%, and 2.95% of the baseline model. At the same time, QAT did not lead to 
any appreciable loss of accuracy. This is a win-win on all counts, as the model size is 
considerably reduced at almost no cost of accuracy. 

 
Table 7 Results of quantization-aware training (QAT) 

Method Model Size Accuracy 
Baseline 23.7 MB 96.0% 
DSC-FS 9.4 MB 95.2% 

DSC-FS-QAT 2.8 MB 95.1% 
DSC-AEF 5.9 MB 94.9% 

DSC-AEF-QAT 1.7 MB 94.9% 
DSC-HR 4.7 MB 96.4% 

DSC-HR-QAT 1.6 MB 96.4% 
DSC-GAL 2.1 MB 94.6% 

DSC-GAL-QAT 0.7 MB 94.5% 



 

  
(a) Baseline (b) DSC-FS-QAT 

  
(c) DSC-AEF-QAT (d) DSC-HR-QAT 



 
(e) DSC-GAL-QAT 

Fig. 11 Confusion matrices corresponding to the baseline and compressed models 
 
 

The efficiency of the pruned and quantized models is also presented in the form of confusion 
matrices to enable a more comprehensive performance assessment (Fig. 11). The horizontal and 
vertical dimensions of the tables correspond to the predicted and ground truth labels, respectively. 
A common weakness in all the models concerned a normal signal being misclassified as a 
‘Minor’ anomaly or an ‘Outlier’. This can be attributed to the great degree of visual similarities 
between these anomaly classes. For the same reason, a number of signals with ‘Trends’ were 
mislabeled as ‘Drift’, and vice-versa. Another prominent soft spot in most networks was that a 
number of anomalous signals were predicted as normal. These instances mostly pertained to the 
situations where the anomaly signature was not very vivid and clear. All the same, it was seen 
that the diagonal entries in the confusion matrices are significantly larger than the nondiagonal 
elements signifying a high degree of accuracy for the baseline and compressed models. Including 
additional training samples representing the under-represented anomaly classes is likely to 
mitigate the problem of class imbalance, leading to improved detection performance. Moreover, 
class-specific precision and recall values were computed, as shown in Fig. 12. For a given class, 
precision indicates what percentage of the predicted anomaly are true positives. On the other 
hand, recall implies the percentage of the actual anomalies successfully classified. In a general 
sense, the performance of the pruned and quantized models was not significantly different from 
the baseline network, barring a few exceptions concerning ‘Outlier’ and ‘Drift’. 

 



  
(a) Precision (b) Recall 

Fig. 12 Class-specific performance evaluation in terms of precision and recall 

 

 
Fig. 13 A depiction of the GoogLeNet architecture before and after the application of the hybrid 
compression technique. 



On the whole, the hybrid approach entailing DSC and GAL produced the highest compression 
ratio among all techniques, retaining only 8.3% of parameters, 9.3% of FLOPs, and requiring 
only 0.7 megabytes of space in the memory. The GAL is unique among all pruning strategies 
examined in this study in the sense that it can effectively deal with branch redundancy, which is a 
common menace in any multi-branch network, by completely eliminating a redundant branch 
without cutting off the information flow. In the aforementioned best case scenario, it was 
observed that 21 out of the 36 branches present in the baseline GoogLeNet architecture were 
removed (Fig. 13), leading to such a high degree of compression. However, the generalizability 
of the observed results is contingent upon a range of different factors. For example, the 
conclusions may not hold in the event of a significant domain shift. In this regard, a more 
balanced training dataset with an equitable representation of different anomaly classes will add to 
the reliability of the inferences drawn in this study.  

 
A variant of the proposed strategy has also been applied to a solution of the third project in the 

IPC-SHM 2020, which focused on the condition assessment of stay cables of a large-span cable-
stayed bridge in Mainland China. The first prize winner for this project, Zhang et al. 2021, 
developed a hybrid deep learning model comprising a long short-term memory network and a 
fully convolutional network to accurately identify the damaged cables based on cable force and 
cable force ratio. The strategy proposed in this study was used to compress the deep network by 
replacing the regular convolutions with DSC, applying a state-of-the-art pruning method, and 
conducting a post-training quantization. As a result, the model size was reduced to 258 KB, 
which implies a more than five times reduction compared to the original baseline model while 
encountering only a 1% drop in accuracy. As the scope of the third project does not entail data 
anomaly detection, the detailed results are therefore not included in this paper but can be found in 
Aishah (2022). Likewise, the proposed framework can be extended to many other relevant 
application areas, including but not limited to real-time visual data analytics in edge 
environments provided by mobile robotic inspection platforms and head-mounted augmented 
reality devices (Mondal 2021, Huang et al. 2023).  

 
 
4. Conclusions 

 
Conventional studies deal with the problem of data anomaly detection as a part of big data 

challenges, where data cleansing and mining are performed after the data are collected in a 
central station. However, the transmission of misleading anomalous data in such systems leads to 
misuse of power and memory. This study aimed to provide an alternative framework based on 
edge intelligence to minimize the resource consumption and maximize the effective information 
in a smart infrastructure monitoring system. Latest deep learning-based approaches for 
autonomous data anomaly detection are computationally expensive, and therefore not suitable to 
be deployed in resource-constrained edge environments. This study addressed this challenge by 



proposing an efficient and hybrid deep neural network compression approach leveraging DSC 
along with state-of-the-art pruning and quantization methods. The combination of DSC, GAL, 
and QAT demonstrated the greatest efficacy by compressing a deep CNN like GoogLeNet by 
more than 90%. The proposed framework will help mitigate the impact of sensor malfunction, 
optimize data transmission, and minimize the energy drainage. The problem of data anomaly 
detection was considered as a case study in this work to showcase the feasibility of this approach. 
However, the proposed network compression and acceleration strategies can be potentially 
extended to other IoT-based SHM applications with necessary modifications. This study presents 
a proof of concept for the proposed edge analysis framework for anomalous data detection. 
Future studies should focus on validating this approach through actual field experiments. 
Evaluating the inference time and power consumption on various edge computing platforms is 
another scope for future work. 
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