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Abstract. Various monitoring systems have been implemented in civil infrastructure to ensure structural safety and integrity. In long-term monitoring, these systems generate a large amount of data, where anomalies are not unusual and can pose unique challenges for structural health monitoring applications, such as system identification and damage detection. Therefore, developing efficient techniques is quite essential to recognize the anomalies in monitoring data. In this study, several machine learning techniques are explored and implemented to detect and classify various types of data anomalies. A field dataset, which consists of one month long acceleration data obtained from a long-span cable-stayed bridge in China, is employed to examine the machine learning techniques for automated data anomaly detection. These techniques include the statistic-based pattern recognition network, spectrogram-based convolutional neural network, image-based time history convolutional neural network, image-based time-frequency hybrid convolution neural network (GoogLeNet), and proposed ensemble neural network model. The ensemble model deliberately combines different machine learning models to enhance anomaly classification performance. The results show that all these techniques can successfully detect and classify six types of data anomalies (i.e., missing, minor, outlier, square, trend, drift). Moreover, both image-based time history convolutional neural network and GoogLeNet are further investigated for the capability of autonomous online anomaly classification and found to effectively classify anomalies with descent performance. As seen in comparison with accuracy, the proposed ensemble neural network model outperforms the other three machine learning techniques. This study also evaluates the proposed ensemble neural network model to a blind test dataset. As found in the results, this ensemble model is effective for data anomaly detection and applicable for the signal characteristics changing over time.

Keywords: data anomaly classification; machine learning; ensemble neural network; GoogLeNet

1. Introduction

In long-term structural health monitoring (SHM) applications, sensors are expected to autonomously measure the responses of civil infrastructure. However, data anomalies are likely to occur frequently due to issues with damaged components, harsh environments, or calibration errors (Sharma et al. 2010, Mahapatro and Khilar 2013). Sensor data anomalies (e.g., sensor faults) are generally examined and classified in accordance with the features of the time history measurement data. In general, data anomalies can be categorized as missing, minor, outlier (i.e., spikes), square, trend, drift, excessive noise, non-linearity, and others. For example, the drift is one of the most common anomalies, and the mean values of measured data change with time due to temperature effects. More detailed classification and discussion can be found in the papers (Mahapatro and Khilar 2013, Dragos and Smarsly 2016).

Existing data anomalies can significantly misjudge the structural conditions via SHM applications. Researchers found that the measurement data corrupted by anomalies can distort the signal processing, e.g., power spectral density calculation, inaccurate system identification, and false damage detection (Fu et al. 2019). For instance, the precision of mode shape estimation was dramatically decreased using the measurement data corrupted with anomalies, especially for higher-order modes (Peng et al. 2017). Therefore, developing efficient techniques to autonomously detect and classify different types of anomalies are essential to yield reliable SHM outcomes.

Extensive research has been conducted to tackle data anomalies (Bao et al. 2019). Conventional physics-based strategies for data anomaly detection and classification can be classified into two categories: model-based methods and model-free methods. The model-based methods are established from physics-based models to predict nominal sensor measurements and compare these predicted measurements with raw ones. Autoregressive modeling techniques are implemented to estimate the sensor outputs; the residuals between the estimated and measured responses are then used to identify sensor faults (Chang et al., 2017; Lo et al., 2016). In addition, hypothesis tests have been proposed to examine raw measurement data and determined if measurement data followed the distribution of fault-free data (Peng et al. 2017, Huang et al. 2017a, Li et al. 2019). Model-
free methods mostly identified the anomalies by comparing sensor measurement in proximity and assumed that anomalies had similar characteristics (Huang et al. 2017b). In model-based strategies, each type of sensor faults needs a specific model, in which most applications are designed to diagnose limited types of anomalies. On the other hand, model-free methods usually do not have high-precision, especially for minor or moderate anomalies. Therefore, more powerful and scalable strategies are desired for signal anomaly detection.

Alternatively, data-driven methods leveraging machine learning (ML) techniques have been exploited to directly classify sensor faults (Zhao et al. 2011, Smarsly and Law 2014, Yu et al. 2014, Drago and Smarsly 2016). Recently, Tang et al. (2018) split time history data and built dual-channel image containing time and frequency information. A convolutional neural network is trained for data anomaly classification; both balanced and imbalanced training sets, as well as training ratios are investigated. Bao et al. (2019) developed a deep learning-based strategy that imitated biological vision and logical thinking. The measurement data were first converted by data visualization, and then further classified by a deep neural network. The proposed strategy was eventually validated by evaluating the data measured from a long-span bridge in China. Fu et al. (2019) accessed the data anomalies in a context of wireless monitoring systems, in which outliers, drift, and bias were the three main types of anomalies. A three-stage strategy was developed to detect anomalies using distributed similarity tests, to classify anomalies using artificial neural networks, and to eliminate the anomalies through a correction function or replacing faulty data with estimated values. Munir et al. (2019) developed an anomaly detection technique, namely FuseAD, leveraging both statistical and deep-learning-based methods by fusing them in a residual fashion. The proposed strategy was successfully applied in streaming data. Mao et al. (2020) developed generative adversarial networks combined with unsupervised methods (e.g., autoencoders) to detect sensor anomalies, and these methods were able to reduce the amount of efforts required for labeling in conventional supervised learning strategies. The measurement data were transformed to Gramian Angular Field images, and two datasets from a full-scale bridge were utilized to validate the proposed methodology. In general, the data-driven methods can achieve high precision for many types of data anomalies. Nevertheless, typical challenges of data-driven methods include the requirement of extensive datasets for training and difficulties to achieve high accuracy for all anomalies. By comparing with physical-based strategies, a more effective and autonomous anomaly detection method can be established from ML-based models. In this paper, a comparative study is carried out to detect and classify data anomalies using a variety of ML techniques (i.e., statistic-based pattern recognition network, spectrogram-based convolutional neural network, image-based time history convolutional neural network, and image-based time-frequency hybrid convolution neural network). A field dataset consisting of one-month acceleration data obtained from a long-span cable-stayed bridge in China is employed to evaluate these four strategies. Model parameters including input dimension, epochs, and learning rate are studied and tuned to achieve high performance. The results obtained from these methods are effective with high accuracy, and the associated advantages and shortcomings are discussed in details. In addition, an autonomous online data anomaly classification is developed using 10 minutes segment data. An ensemble neural network model is proposed to leverage the advantage of different ML strategies and to achieve higher accuracy for data anomaly detection and classification.

2. Data anomaly classification

SHM systems require high-quality sensor measurements to guarantee accurate results. However, data anomaly sometimes occurs in multiple sensors, resulting in deteriorated measurements. Therefore, detecting data anomalies is crucial in SHM applications. Moreover, identifying the types of data anomalies helps engineers better understand the condition of the sensors, and fasten the maintenance process. In this study, both shallow and deep neural networks are considered for data anomaly classification. In particular, the pattern recognition network, as one of most popular shallow neural networks, is selected to detect a certain pattern in signals. As for the deep neural network, convolutional neural network is considered, following the successful studies reported in the literature, but various types of input are explored. To sum up, four types of ML models are employed for a comprehensive study. These models are 1) pattern recognition network, 2) spectrogram-based convolutional neural network (CNN), 3) image-based time history CNN, and 4) image-based time-frequency hybrid CNN. Comparisons on the complexity of network architecture and different types of data visualization are elaborated. The field dataset is provided by the 1st International Project Competition for Structural Health Monitoring (IPC-SHM) and the dataset is briefly introduced including classification, distribution, and dataset augmentation. Then, features of each model are presented including the architecture and input construction.

2.1 Field dataset from IPC-SHM

The data are acceleration responses collected from a long-span cable-stayed bridge with 38 channels, as illustrated in Fig. 1 (Tang et al. 2018). The data records a full month measurement in January, 2012 with a sampling rate of 20 Hz.

![Fig. 1 Illustration of the long-span cable-stayed bridge and sensor locations](image-url)
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The types of data anomalies each hour are provided by IPC-SHM (Bao et al. 2021). Fig. 2 presents the 7 data anomalies in terms of time history responses. These data anomalies are labeled as normal, missing, minor, outlier, square, trend, and drift. The distribution of labels (based on the 1-hour signal) can be found in Fig. 3. As shown in the figure, the number of the data anomalies is highly unbalanced, with the highest one up to around 12,000 samples (normal) and the lowest one down to 523 samples (outlier). To adjust the imbalance of the dataset (i.e., the normal signals are outweighed the outlier signals), the number of training datasets is fixed and equal to that of the outlier signals to prevent unpleasant training features. During training, some unclear labeling signals are manually removed to guarantee all features fully understood by the ML models. Thus, the size of the modified datasets is smaller than the provided one. In addition, depending on the selected input types, the dataset can be augmented twice by adding flipped responses over time to establish a high-quality training model. To produce a correctly trained model, the samples only with obvious features are utilized.

2.2 Pattern Recognition Network

2.2.1 Network architecture

The first ML model used to classify the 7 data anomalies is pattern recognition network. This model is a multi-layer feedforward (MLF) network and can be trained to distinguish inputs in accordance with target labels. In this study, 64 derived parameters are exploited as an input including the histograms, arithmetic means, ranges, and standard deviations with respect to label. To be efficient, the network is comprised sequentially by an input layer, two hidden layers, and an output layer, as shown in Fig. 4. These four layers are simply assigned as the fully connected layers. The hyperbolic tangent is selected as the activation function for all neurons. The mean squared error (MSE) is chosen to measure the trained model performance in this study although the cross-entropy loss function is preferable in a multi-class classification problem in literature.

In the beginning, the weights and bias values of neurons are initialized using the Nguyen-Widrow algorithm (Pavelka and Proch 2004). Then, the MLF network updates the weight and bias values in accordance with the backpropagation learning algorithm. The Levenberg-Marquardt algorithm (LMA) (i.e., the damped least-squares (DLS) method) is employed for learning and optimizing this ML model. Training is terminated when the minimum gradient magnitude or maximum adaptive value of the learning algorithm is reached. Meanwhile, the training process should stop to avoid overfitting when the validation loss increases as the training loss continuously decreases. That is, if the accuracy over the training subset increases but the accuracy over the validation subset remains the same or decreases, the models are early terminated to hold on to the generalization.

Fig. 2 Types of data anomalies
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Fig. 3 Types of data anomalies
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capability. This method yields an inevitable trade-off similarly to the problem of curve fitting, where a higher number of degrees of freedom in the approximating function results in greater flexibility and better fitting performance for the input data. However, considering that the data may be affected by noise, a general model is preferred even with little inaccuracy.

In addition to the three simple statistic features, histograms are also adopted in this study to distinguish different data anomalies. The histograms provide the occurrence of different values for a signal and interpret a random phenomenon in terms of signal sample space and event probability (i.e., the subsets of the sample space). In this study, the count of each bin in the histograms falling within two standard deviations is applied to distinguishing anomalies. In total, 61 sections are assigned to represent the signals, each section has a range as

\[ r_x = \frac{\sigma_x}{30} \] (1)

where \( r_x \) is the range of a section and \( \sigma_x \) is the standard deviation of the signal, \( x \). For example, the signals label as the normal should have a normal distribution shown in Fig. 5(a-2), the signals label as the minor or the outlier should have a distribution with a lot of zero sections shown in Fig. 5(b-2), and the signals label as the trend should have a uniform distribution shown in Fig. 5(c-2). In accordance to the above statistic features, the labels can be easily classified, and are exploited as the inputs to establish the ML model.

Nevertheless, the missing can be identified just before the pattern recognition network because of the unique characteristics. In the database, two kinds of signals are labeled as missing. The first kind is the data with NAN (not a number), and these data cannot generate any statistic features but can be easily identified while preparing the input data. The other type of missing is that when the measurements read as a constant. These data have monotonous statistic features and, most importantly, the range of the data is always zero. Thus, these data can be also easily classified as missing while preparing the input data. A pre-screening step is facilitated to detect the missing data anomaly before implementing the pattern recognition network. The types of data anomalies classified by the model

Fig. 4 Network architecture of pattern recognition network

2.2.2 Input construction

The dataset contains 744 hours for 38 accelerometers recorded in 31 days. An hour of signal with sampling rate 20 Hz generates 72,000 points. The enormous data is not suitable for fast training and testing. Thus, extracting the specific features is better than direct use of the raw data in the model construction. To classify the 7 types of data anomalies with high efficiency, the statistic features are used to represent the signals, such as the histogram, arithmetic mean, range, and standard deviation, as seen in Fig. 5.

The derived features are first introduced:

- The arithmetic means are the central value of a signal, which is also namely the expectation or average.
- The range is the difference between the largest and smallest value of a signal and can offer a rough idea of the signal distribution. For instance, the trend always has a much larger value of range than the range of minor data anomaly.
- The standard deviation measures the variation of a signal and shows the dispersion of a signal. A low standard deviation indicates that the values tend to be close to the mean (i.e., the minor and the outlier), while a high standard deviation indicates that the values are spread out over a wider range (i.e., the trend and the drift).
is reduced from 7 to 6.

The last step to derive the input is normalization. After processing the dataset with 744 hours for 38 accelerometers, the maximum absolute value in the dataset is used to normalize the statistic features. For example, the maximum values of the arithmetic mean, range, and standard deviation are 1.94, 1.36, and 5.42, respectively. Thus, these statistic values are individually normalized by 2, 2, and 6. For the histogram, each sample is normalized by the data length (72,000 points). Finally, the derived input is ranged between 0 and 1.

2.3 Spectrogram-based CNN (CNN-1)

2.3.1 Network architecture

As introduced before, the spectrogram-based anomaly features are a visual representation of the energy level per signal. Thus, a convolutional neural network (CNN) is selected as the ML technique to process the image-like information and denoted as CNN-1. Fig. 6 shows the architecture of CNN used in this ML approach. The input layer is to process the spectrogram with a size of $103 \times 2400$. A total number of 7 feature learning layers are added to extract useful information from the input layer. Each feature learning layer has 16 filters at the size of $3 \times 3$, followed by an activation layer using RELU and a max pooling layer. Afterward a fully connected layer is added that combines all the features learned by the previous layers to classify the anomalies. The number of nodes in the fully connected layer is 7, which is the same as the number of data types. Then, a softmax activation function is employed to normalize the output of the fully connected layer. Finally, a classification layer is adopted using the probabilities returned by the softmax activation function that eventually assigns the input to one of the mutually exclusive classes. The spectrogram-based CNN is implemented via the deep learning toolbox in MATLAB (MathWorks 2020).

2.3.2 Input construction

Each sensor reading spectrogram is considered as an alternative meaningful feature for anomaly detection and classification. Specifically, a spectrogram of measurement data is a visual way of representing its signal strength, i.e., energy distribution over the time-frequency domain. As can be seen in Fig. 7, different data types have significant unique features in the spectrogram representation. The spectrograms are generated with 0.5 sec and 0.008 Hz in terms of time and frequency resolutions. The magnitudes of these spectrograms are converted into images. These images are then resized by a factor of 0.1 along both time and frequency axes. Eventually, the frequency domain resolution is still sufficient, while the input size is reduced.

In these spectrograms, each dataset is first pre-processed by removing offsets and linear trends. Then, the spectrograms are generated and normalized by the maximum value. The features of various data anomalies are described as below:

- The normal (Label 1) have relatively uniform distribution of energy.
- The miss (Label 2) cannot be processed to generate spectrograms, and these spectrograms are replaced by a “zero” plot (e.g., a plain surface with zeros).
- The minor (Label 3) has a small energy level with scattered peaks. Even though the minor dataset spectrograms are normalized, the magnitudes of the spectrograms are always below 0.5.
- The outlier (Label 4) has large peaks surrounding...
The spikes if using the projection of these peaks onto the time axis.

- The square (Label 5) has relatively small and high energy in low and high frequencies. Moreover, their distribution of energy is consistent over time.
- In both trend (Label 6) and drift (Label 7), the energy is concentrated at zero frequency, e.g., the DC component in a signal. The difference between these two anomalies is the energy distribution over the time axis. After linear trend removal, the trend datasets have zero spectrograms in the mid time span and a maximum value at both ends. The drift datasets have relatively random energy distribution at zero frequency.

The unique features of the spectrogram can be employed as an effective indicator to enable ML techniques in the detection and classification of data anomalies.

2.4 Image-based time history CNN (CNN-2)

2.4.1 Network architecture

Because data anomalies are easy to classify manually but are tedious and time inefficient, a straightforward approach is to directly convert the time histories into an image and to exploit the converted images in training of a CNN model. The model used in this approach refers to the object recognition tool shared in the ImageNet Large Scale Visual Recognition Competition (ILSVRC) in 2012 (Krizhevskyy et al. 2012, Russakovsky et al. 2015). In this section, a simple CNN model is developed and denoted as CNN-2. As compared with the CNN-1 model, this model uses images that are generated directly from time histories pixels as input, instead of taking using the spectrum magnitude. In this model, an image is first resized from 256 × 256 to 28 × 28 pixels to expedite the training process. Note that compressing image resolution would result in a certain extent of feature loss, which is a tradeoff between the performance and computational loading. Then, a series of convolution layers combined with batch normalization and max pooling layers are sequentially added to the image. In total, three series of the combined layers are employed with the dimensions shown in Fig. 8. RELU function is selected as the activation function for all layers. After extracting features from the previous layers, a fully connected layer, a softmax layer, and a classification layer are added at the end of the model to rank the scores of 7 labels. During the training process, the batch size is fixed to 128 images per epoch.

2.4.2 Input construction

To directly transform the signals into images, each dataset is first pre-processed by removing offsets and linear trends. Next, 7 types of data anomalies and normal data are first normalized by

\[
\mathbf{y}_{\text{normalize}} = \frac{\mathbf{y} - \mathbf{y}_{\text{min}}}{\mathbf{y}_{\text{max}} - \mathbf{y}_{\text{min}}}
\]

where \(\mathbf{y}_{\text{normalize}}\) is the normalized signal; \(\mathbf{y}\) is the input response for a specific data anomaly type; \(\mathbf{y}_{\text{max}}, \mathbf{y}_{\text{min}}\) are the maximum and minimum value in \(\mathbf{y}\). The normalization eliminates the magnitude effect and can highlight only the features in the signal pattern. After normalization, \(\mathbf{y}_{\text{normalize}}\) is drawn on an image plane corresponding to the time axis and acceleration axis. The axes are changed to invisible afterward because the axis should not be considered as training features. The completed image is then resized to an acceptable resolution which the features can be clearly classified. Note that the resolution has high impact on the model accuracy because some details would be discarded as the resolution decreases. However, the image resolution cannot be too high due to computational limits. In this study, images with resolution of 256 × 256 pixels are generated for the model input.

2.5 Image-based time-frequency hybrid CNN (GoogLeNet)

To further improve the detection accuracy, a more complicated, or deeper model architecture with hybrid input information is suggested (Baoshash and Ouelha 2016). Numerous studies exhibited the effectiveness using hybrid inputs for model training, especially time-frequency responses (Krizhevskyy et al. 2012, Christian et al. 2015). For a more complicated image, GoogLeNet is capable of extracting more detailed features because of the dense and complicated layers within the model. GoogLeNet employed to classify 1000 types of objects and was rewarded as the 1st place in the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) in 2014 (Christian et al. 2015). Significant improvement in performance was established compared to ZFNet and AlexNet. Moreover, it has a lower accuracy error compared to the VGGNet. Consequently, both time history and time-frequency responses are combined and exploited to the GoogLeNet as the model inputs.

2.5.1 Network architecture

In this study, GoogLeNet is utilized for data anomaly classification based on signal-based data visualization and combination space. First, the image is resized to 224 × 224 pixels to reduce computational loading. The architecture of the GoogLeNet consists of 22 layers, including convolution layers, max pooling layers, inception layers, average pooling layers, and batch normalization layers. The network architecture is shown in Fig. 8.
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2.5.2 Input construction

To extract more features other than just considering the time histories such as in CNN-2 or only considering the spectrogram such as in CNN-1, the signals after removing offsets and linear trends are normalized by Eq. (2). The time-frequency responses are generated by the same procedure presented in Section 2.3.2. The response is then plotted on a 2D surface as a heatmap, which the frequency magnitudes are represented in color gradients. To strengthen the features, the normalized signal is also overlaid on the time-frequency image. The two responses are combined into one image using a shared time-axis. A dual y-axis is assigned where one is the frequency and the other is the acceleration magnitude. Because the acceleration magnitude is not crucial to the classification, the response is shift to a value which will not hide important frequency content (i.e., low frequency portion). Sequentially, the constructed image is then resized to resolution of $512 \times 512$ pixels. Note that decreasing the resolution may have disadvantages to the trained model because the heatmap will be blurred due to lack of pixels. Moreover, when more complicated spectrum features are included in the background, a higher resolution is required to fully capture the details within an image. Fig. 9 represents the input images containing 7 different data anomalies. As shown in the figure, the features can be both observed in the time-domain history and the time-frequency response. Finally, the dataset is exploited to the GoogLeNet for model training.

3. Comparative study

In this study, the accuracy and learning process of 4 ML models are separately compared including 1) statistic-based pattern recognition network, 2) spectrogram-based convolutional neural network (CNN-1), 3) image-based time history convolutional neural network (CNN-2), and 4) image-based time-frequency hybrid convolution neural network (GoogLeNet). For the statistic-based pattern recognition network, 523 samples per label are utilized for training because of the unbalanced dataset. For CNN-based models, 800 samples per label, of which is augmented twice by flipping responses, is applied for training. This augmented dataset is employed to improve model performance in training process. A pre-processed dataset, which includes all the samples except for ambiguously labeled samples, is utilized for performance comparison. Although insufficient outlier samples enforce some training samples to be included in the test dataset, the test dataset only contains approximately 4% and 10% of training samples for the pattern recognition network and CNN-based models, respectively. Thus, the data anomaly detection performance may be then slightly decreased, in particular of outliers. In addition, hyperparameters (i.e., batch size, initial learning rate, and epoch, etc.) are discussed and tuned for the best performance. Additionally, different input image resolutions are investigated for image-based CNN models to accurately classify data anomalies. The best model is selected for 10-minute online data anomaly classification.

3.1 Training process

For the proposed pattern recognition network, the number of input data for each label is 523, which is the lowest number (outlier) across all the labels. This number can balance between different labels in training and validation. The 523 input samples are divided into subsets, i.e., 70% of data are the training subset, while the rest 30% are validation subset. Fig. 10(a) shows the best result of MSE after training. Obviously, both training and validation MSEs simultaneously decreases; however, the validation MSE
begins to slightly increase after 53 epochs, meaning that the model tends to overfit the training subset. After 6 sequential increases of the validation MSE, the optimization is terminated. The trained model at 53 epochs is selected as the best result. Fig. 10(b) demonstrates the confusion matrix of the pattern recognition network. As seen in this figure, the accuracy is overall acceptable. The lowest accuracy is around 75% for the outlier classification. The low accuracy partially results from the simplicity of the model architecture. Because the pattern recognition network is established from the shallow neural network architecture, complex nonlinear relationship (e.g., outliers) are much more difficult to be extracted as compared to deep neural network models. Moreover, the minor and the outlier are sometimes miscategorized because these two anomalies share a very similar probability distribution. Both arithmetic mean and standard deviation also provide a limited improvement for distinguishing these two anomalies. Theoretically, the range may help to tell the outlier from the minor but the improvement seems to be insignificant. Therefore, the proposed pattern recognition network is suggested to only detect the normal, square, trend and drift data anomalies.

For the spectrogram-based CNN model (CNN-1), a total number of 800 samples per label is used as training and 100 samples for validation. The training samples are different from the statistic-based pattern recognition network (i.e., 523 samples) due to the dataset augmentation, where the responses are flipped from left to right and manually selected. This manual selection does not affect the anomaly features but does generate a different image for training. The learning curve is shown in Fig. 11(a). As can be seen, the accuracy rate of training reaches 100%, while the validation accuracy is around 95%. Fig. 11(b) shows the confusion matrix for all types of data anomalies using the pre-processed full dataset. Likewise, to the result from the pattern recognition network, minor datasets are difficult to identify and can be confused with outlier datasets, while other data anomalies have a relatively high accuracy of 95% at least.

Fig. 12 represents the learning curve from the CNN-2 and GoogLeNet models. The time-history based image visualization is utilized for training. The blue curve represents the accuracy and loss from the training dataset (800 samples per label), while the red curve represents those from the validation dataset (100 samples per label). In both models, the losses are observed to converge at a very low value, indicating the effectiveness of the pre-trained model. Moreover, the high validation accuracy implies a high-quality model being obtained.

3.2 Individual results based on same-month datasets and discussion

Although the training dataset varies in each model in Section 3.1, the pre-processed dataset (i.e., full dataset without ambiguously labeled samples) is employed to evaluate model performance with respect to the accuracy of the proposed data anomaly classification. Additionally, various hyperparameters (e.g., resolution, epoch, and learning rate, etc.) are tuned to achieve high performance and discussed in the comparative study. As listed in Table 1, a
SHM data anomaly classification using machine learning strategies: A comparative study

higher resolution results in better accuracy in the CNN-2 models. On the other hand, reducing the learning rate likely enforces the GoogLeNet model to converge at a local optimum. Moreover, the accuracy can be improved for both the CNN-2 and GoogLeNet models by increasing the number of epochs. The consistent trend observed from the CNN-2 and GoogLeNet models also indicate that different CNN architectures can provide a similar characteristic. In addition, with a much more complex model such as GoogLeNet, more features of data anomalies can be extracted as compared to other simple models. This sort of models is then expected to classify the anomalies with higher accuracy. By comparing all proposed ML models, the pattern recognition network (#1) is observed to be less effective because of insufficient trained datasets. As a result, GoogLeNet with an input size of 224 × 224 pixels, 6 epochs, and a learning rate of 0.003 yields the best performance among all the models, and the accuracy of all data anomalies is higher than 97%.

4. Online data anomaly detection

To obtain precise and efficient data anomaly occurrences, the dataset is divided into 6 portions without flipping the response. The training set only contains the first 10 minute responses. Because the outlier lacks sufficient data (e.g., spikes in time histories), the data flipping is applied to augmenting the data size. The training and testing setups for the 10-minute detection are list in Table 2.

For online data anomaly detection, a short-period detection should be explored. Instead of using the 1-hour datasets, the datasets are divided into 6 portions without overlapping (i.e., exact 10 minutes) to minimize the detection time. The length of the data is crucial because the drift and trend data anomalies highly depend on the signal length. The ground truth from the one-hour datasets is considered as the labels for each divided portion of the signal. However, for outlier data anomalies, only the peak responses (outlier response) are extracted to guarantee labeling precision. In this study, the best two models (i.e., GoogLeNet and CNN-2) are utilized for the 10-min data anomaly detection. For both models, the data is divided into 6 portions with no overlapping and normalized by Eq. (2). As compared to the

Table 1 Performance comparison when different parameters are employed for one-hour signals

<table>
<thead>
<tr>
<th>#</th>
<th>Resolution</th>
<th>Resize</th>
<th>Model</th>
<th>Epoch</th>
<th>Learning rate</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>65×1</td>
<td>-</td>
<td>Pattern</td>
<td>60</td>
<td>1e-3</td>
<td>97.0</td>
<td>100</td>
<td>94.8</td>
<td>74.7</td>
<td>99.5</td>
<td>98.9</td>
<td>88.2</td>
</tr>
<tr>
<td>2</td>
<td>103×2400</td>
<td>-</td>
<td>CNN-1</td>
<td>200</td>
<td>1e-5</td>
<td>96.3</td>
<td>99.5</td>
<td>95.1</td>
<td>93.4</td>
<td>99.8</td>
<td>99.3</td>
<td>97.2</td>
</tr>
<tr>
<td>3</td>
<td>256×256</td>
<td>28</td>
<td>CNN-2</td>
<td>4</td>
<td>1e-2</td>
<td>97.2</td>
<td>99.8</td>
<td>77.0</td>
<td>89.0</td>
<td>99.4</td>
<td>84.8</td>
<td>99.8</td>
</tr>
<tr>
<td>4</td>
<td>256×256</td>
<td>64</td>
<td>CNN-2</td>
<td>4</td>
<td>1e-2</td>
<td>95.3</td>
<td>99.9</td>
<td>91.9</td>
<td>86.8</td>
<td>99.2</td>
<td>94.3</td>
<td>93.7</td>
</tr>
<tr>
<td>5</td>
<td>256×256</td>
<td>64</td>
<td>CNN-2</td>
<td>5</td>
<td>1e-2</td>
<td>97.9</td>
<td>99.8</td>
<td>93.3</td>
<td>93.6</td>
<td>99.8</td>
<td>98.6</td>
<td>99.1</td>
</tr>
<tr>
<td>6</td>
<td>256×256</td>
<td>224</td>
<td>GoogLeNet</td>
<td>4</td>
<td>1e-3</td>
<td>99.6</td>
<td>99.7</td>
<td>99.6</td>
<td>87.7</td>
<td>99.9</td>
<td>99.5</td>
<td>98.0</td>
</tr>
<tr>
<td>7</td>
<td>256×256</td>
<td>224</td>
<td>GoogLeNet</td>
<td>6</td>
<td>1e-3</td>
<td>98.5</td>
<td>99.7</td>
<td>99.1</td>
<td>97.0</td>
<td>99.9</td>
<td>97.1</td>
<td>100</td>
</tr>
<tr>
<td>8</td>
<td>256×256</td>
<td>224</td>
<td>GoogLeNet</td>
<td>6</td>
<td>1e-5</td>
<td>97.8</td>
<td>100</td>
<td>98.9</td>
<td>94.9</td>
<td>99.4</td>
<td>98.1</td>
<td>99.6</td>
</tr>
</tbody>
</table>

(note: 1: normal; 2: missing; 3: minor; 4: outlier; 5: square; 6: trend; 7: drift)

Table 2 Setup for training and testing for 10-min detection

<table>
<thead>
<tr>
<th>type</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training dataset</td>
<td>800</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Testing(full) dataset</td>
<td>974838</td>
<td>17628</td>
<td>9936</td>
<td>1024</td>
<td>17904</td>
<td>30918</td>
<td>4062</td>
</tr>
</tbody>
</table>
CNN-2, GoogLeNet further presents the time-frequency responses as images through the flowchart illustrated in Fig. 13.

The same parameters, as shown in Table 1, are selected for the two models to investigate the effectiveness while applying short-period detection. In Table 3, the 5th test with 6 epochs and a learning rate of $10^{-3}$ has the best performance. By comparing results between Table 1 and Table 3, all data anomalies have similar performance except for the trend data anomaly. This result indicates the importance of the data length, where the short-length trend responses sometimes share similar features with the drift responses. For instance, Fig. 14(a) demonstrates the drifting time history to be explored. When using the full response for image conversion, the detected data anomaly type is correct. However, the trend data anomaly is identified when the data is divided into small portions, as shown in Fig. 14(b). Moreover, the time-frequency trend and drift feature maps are similar (see Fig. 9), and these two types of data anomalies may be misled by the anomaly detection.

To avoid misrepresenting anomalies caused by segmenting (i.e., sudden cut of data) during online detection, the 10-minute data is overlapped by 50% (5 minutes). Only the ones that are identified as abnormal twice are considered as data anomalies. As a single signal as an example, Fig. 15 represents the online data anomaly detection using GoogLeNet. The green mask indicates that the model classifies the portion as minor, while the cyan mask indicates the outlier response. The time of occurrence is selected as the midpoint of the detected interval, which is listed in Table 4. In this table, the minor and outlier are successfully classified.

To summarize, the proposed Image-Based Time-Frequency Hybrid CNN (GoogLeNet) model is capable of classifying 7 types of data anomalies online with decent accuracy.

### 5. Ensemble neural network model

#### 5.1 Model evaluation

The best ML model is tested using the original dataset (including the training dataset), and the confusion matrix is presented in Fig. 16(a). As shown in this figure, all types of data anomalies are detected with accuracy over 90%. However, in some cases, normal are classified as minor or

<table>
<thead>
<tr>
<th>#</th>
<th>Resolution/Input size</th>
<th>Model</th>
<th>Epoch</th>
<th>Learning rate</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>512×512</td>
<td>CNN-2</td>
<td>4</td>
<td>$10^{-2}$</td>
<td>91.2</td>
<td>99.7</td>
<td>88.2</td>
<td>96.9</td>
<td>99.5</td>
<td>83.2</td>
<td>98.0</td>
</tr>
<tr>
<td>2</td>
<td>512×512</td>
<td>CNN-2</td>
<td>4</td>
<td>$10^{-2}$</td>
<td>97.0</td>
<td>99.6</td>
<td>96.5</td>
<td>93.3</td>
<td>99.3</td>
<td>83.1</td>
<td>97.9</td>
</tr>
<tr>
<td>3</td>
<td>512×512</td>
<td>CNN-2</td>
<td>5</td>
<td>$10^{-2}$</td>
<td>97.7</td>
<td>99.6</td>
<td>97.8</td>
<td>94.2</td>
<td>99.5</td>
<td>88.5</td>
<td>95.2</td>
</tr>
<tr>
<td>4</td>
<td>512×512</td>
<td>GoogLeNet</td>
<td>4</td>
<td>$10^{-3}$</td>
<td>99.3</td>
<td>99.6</td>
<td>98.6</td>
<td>98.7</td>
<td>99.7</td>
<td>85.3</td>
<td>97.5</td>
</tr>
<tr>
<td>5</td>
<td>512×512</td>
<td>GoogLeNet</td>
<td>6</td>
<td>$10^{-3}$</td>
<td>98.6</td>
<td>99.6</td>
<td>98.8</td>
<td>99.6</td>
<td>99.7</td>
<td>86.7</td>
<td>97.1</td>
</tr>
<tr>
<td>6</td>
<td>512×512</td>
<td>GoogLeNet</td>
<td>6</td>
<td>$10^{-5}$</td>
<td>98.0</td>
<td>99.6</td>
<td>97.7</td>
<td>98.2</td>
<td>99.4</td>
<td>86.4</td>
<td>94.9</td>
</tr>
</tbody>
</table>

(note: 1: normal; 2: missing; 3: minor; 4: outlier; 5: square; 6: trend; 7: drift)
outlier, and in some cases trend and drift are misidentified. This is due to the fact that the same features are observed in trend and drift, which is also difficult even by manual classification. In addition, some ground truths are accidentally labeled in wrong categories, resulting in false-positive detections. To enhance the performance, the results based on the models (i.e., pattern recognition network, CNN-1, GoogLeNet,) are merged as an ensemble model. The classified labels will only be considered as true ones if two or more models have the same result. If different labels are obtained from each model, the result using GoogLeNet will be adopted. In Fig. 16(b), the confusion matrix using the ensemble model based on the original dataset demonstrates better performance in most of the data anomalies. By combining three models, performance of the ensemble neural network model significantly outperforms the GoogLeNet alone.

In addition, all datasets are utilized for detection by using the ensemble model as shown in Fig. 17. Different colors represent different types of data anomalies. For each row in the figure, both the ground truth and the classification results are displayed. As mentioned previously, normal data is sometimes misidentified as the minor data anomaly such as the 30th channel in Fig. 17. The consistency between the two types indicates that the proposed model is capable of classifying the data anomalies with high accuracy. In addition, the figure also indicates that data anomaly will reoccur to the same sensor in most cases. This repeating behavior provides an opportunity of strengthening the ML model in the future by utilizing time-sequence relationships to the input data.

One important issue observed in this study is that classification errors not only can result from the ML models but sometimes occur due to false-positive ground truths. For instance, Fig. 18 represents the time history of the 30th channel at two different times. The data in Fig. 18 represents the time history of the 30th channel at two different times. The data in Fig. 18(a) is classified as the minor but originally labeled as the normal. The data in Fig. 18(b) is classified as the outlier but also originally labeled as the normal. These results are false-positive and inevitable in the field applications. In addition, multiple data anomalies may occur such as the results in Fig. 18(b). Both minor and outlier responses can be observed.

5.2 Blind test

Signal characteristics may change over time, and performance resulted from one month data can overestimate the accuracy as time flies. Thus, monitoring data collected from the same bridge but in another month is utilized as a blind test. The dataset contains 696 acceleration responses with all the 38 channels. Fig. 19 represents the distribution of each type of data anomaly in the blind test. As seen, the blind
dataset is highly imbalanced with only 331 outlier samples. Table 5 lists data anomaly classification performance from the blind test dataset using 1) the ensemble neural network, 2) statistic-based pattern recognition network, 3) spectrogram-based convolutional neural network (CNN-1), 4) image-based time history convolutional neural network (CNN-2), and 5) image-based time-frequency hybrid convolution neural network (GoogLeNet). The overall values indicate the averaged detection rate over all anomalies. As seen in the table, the ensemble neural network has comparable performance with the results in Fig. 16 except for outlier signals. GoogLeNet has slightly decreased performance for some anomalies, such as normal, outlier, and trend. For the rest of methods, significant performance reductions are found. To sum up the blind test evaluation, the ensemble neural network still shows the best performance among these five models and demonstrates the capability of classifying anomalies with time-variant features.

Fig. 20 represents the result of data anomaly detection using the ensemble neural network model. Fig. 21 shows the confusion matrix resulted from the blind test. The overall accuracy is 94.4%. Note that false-positive ground truth (e.g., outlier labeled as normal, minor labeled as normal) is also observed at the 10th channel and 30th channel in this dataset. Overall, the consistency between the detection and ground truth (i.e., originally labeled) indicates the high effectiveness of the model. Consequently, the proposed ensemble neural network model is capable of classifying data anomalies with high accuracy regarding time-dependent characteristics.
was quite essential for this ensemble model to be an autonomous online data anomaly detection method.

- Manually labeling was crucial when applying supervised machine learning techniques. Incorrect labeling (e.g., false-positive labels) would result in a ML model to extract wrong features. Moreover, even if the model was well trained without extracting spurious features, the model accuracy can be misinterpreted. However, labeling was laborious and tedious. In some cases, the data anomaly was equivocal such as in Fig. 18(b) which can be difficult to label even by experts. Therefore, unsupervised machine learning and reinforcement learning techniques can be considered in future studies.
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### Table 5 Performance comparison among different models using blind test dataset

<table>
<thead>
<tr>
<th>Type of data anomaly (accuracy, %)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ensemble</td>
<td>93.4</td>
<td>100</td>
<td>96.2</td>
<td>86.1</td>
<td>96.7</td>
<td>89.6</td>
<td>97.7</td>
<td>94.4</td>
</tr>
<tr>
<td>Pattern</td>
<td>76.0</td>
<td>99.8</td>
<td>69.5</td>
<td>68.3</td>
<td>87.2</td>
<td>56.4</td>
<td>58.2</td>
<td>75.6</td>
</tr>
<tr>
<td>CNN-1</td>
<td>92.3</td>
<td>99.9</td>
<td>88.2</td>
<td>75.2</td>
<td>89.7</td>
<td>92.8</td>
<td>91.6</td>
<td>92.4</td>
</tr>
<tr>
<td>CNN-2</td>
<td>88.4</td>
<td>99.8</td>
<td>88.0</td>
<td>74.0</td>
<td>99.7</td>
<td>68.4</td>
<td>96.2</td>
<td>87.7</td>
</tr>
<tr>
<td>GoogLeNet</td>
<td>90.1</td>
<td>99.8</td>
<td>96.0</td>
<td>87.2</td>
<td>99.4</td>
<td>88.2</td>
<td>97.3</td>
<td>92.5</td>
</tr>
</tbody>
</table>

### 5. Conclusions

In this study, four machine learning techniques were exploited to detect data anomalies in monitoring data, and these techniques were explored and compared in terms of performance and accuracy. A field dataset from a long-span cable-stayed bridge in China was utilized for training and examining these ML techniques. The results demonstrated that the ML models can successfully detect and classify different data anomalies. As found in the results, data anomaly would reoccur to the same sensor in most cases. When classifying drift and trend, the length of the signal had a large impact to the detection result. In addition, among these ML techniques, the GoogLeNet was tested to have the highest accuracy among the other ML models. Moreover, the GoogLeNet model was also updated and capable of classifying data anomalies online with a time interval of 10 minutes. By combining three different models as an ensemble neural network model, the accuracy was further improved. In accordance with the results and discussions, several brief conclusions can be drawn:

- The image-based CNNs had better performance, as compared with the statistic-based pattern recognition network, due to the increased complexity in the network architecture and the more informative input data. The insignificant features from the original time-history data can be observed and extracted by combining more complicated input construction and network architectures. In addition, the accuracy can be improved by increasing the number of epochs when using a CNN model. The relevance from the image resolutions and learning rate to the accuracy among these CNN models was not obvious in this study.

- The GoogLeNet was tested to have the best performance in 1-hour based classification and exploited for short-period online data anomaly detection. Although the overall accuracy was around 97%, the trend and the drift highly depended on the length of the signal and can sometimes be misclassified. Further studies are needed before the field application to ensure a suitable length.

- Hyperparameters had large impact on model performance. Each parameter should be carefully determined to obtain an optimal model. In addition, this study combined multiple ML models into an ensemble neural network model, and then the accuracy was increased as compared with each model alone.

- The proposed ensemble neural network model was further validated to be effective, even when the signal characteristics were slightly changed over time. This finding was quite essential for this ensemble model to be an autonomous online data anomaly detection method.
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